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ABSTRACT

Electroencephalographic (EEC) activity and time to solu-
tion were recorded for sixteen human subjects during a task
requiring the solution of five letter anagrams. Solution
achievement was signaled by depressing a microswitch. The
sixty stimulus anagrams were selected from lists of abstract-
ness and usage frequency to form four stimulus groups:
1) concrete/high frequency, 2) concrete/low frequency,
3) abstract/high frequency , 4) abstract/low frequency . Stimulus
words were presented to subjects in a randomized order inter-
spersed with a non-anagram recognition word (TANGO) or a blank
screen (BLANK). Stimulus presentation was under computer
control and displayed upon a computer CRT. Solution time was
subjected to an analysis of variance. Abstractness and
frequency were both significant. Abstractness had the greater
effect upon solution time. There were no interaction effects.
Concrete (low abstractness) anagrams were solved more quickly
than abstract anagrams, with the effect of frequency of usage
additive to solution times. This result was concluded to
support, but not confirm a parallel processing hypothesis :
conscious processing concerned with anagram letter rearran-
gement, and simultaneous unconscious processing concerned
with retrieval of possible solution words from long term
memory.

The EEG was analyzed by Fourier methods to determine
frequency and amplitude content. A coherence analysis was
performed upon selected segments of the EEG pre and post
response. Visual analysis of individual trials was accomp-
lished through a computer developed super-imposition display .
Displayed trials were organized by correct or incorrect
solu tions 1 ’ failure to achieve solution (TIME-OUT), TANGO or
BLANK presentations. The development of a negative shift
following stimulus onset in all except BLANK trials was
revealed. Trials in which a correct solution was achieved ,
or TANGO recognition occurred, showed a reactive shift to
positivity at about 350 milliseconds latency . This identif i—
cation was supported by the analysis of coherence. The
negative shif t was concluded to be similar to the Contingent
Negative Variation (CNV) . The positive shift was concluded
to be a P300 wave. The CNV-like shift was related to selective
attention-selective responding demands of the paradigm. The
P300 was related to decision processes allowing a relaxation
of attention and responding.

— 111—

- — - -~~S— -~~ —- S. -~~ S~~~~_ ~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~ ~~~-~~~~~~ —— ~- ~~~~~~~~~~ ~~- ~~~~~~~~~~



ACKNOWLEDGEMENTS

The research described in this report was sponsored
by Dr. Marshall Parr and Dr. Henry Half f, Personnel and -

Training Research Programs , Office of Naval Research, andby Dr. Harry F. O’Nei l , Jr., Program Manager, CyberneticsTechnology Office , Defense Advanced Research Projects -Agency . Their patience, support , and encouragement isgreateful].y acknowledged .

- iv-

S 

-
~

S 

- 
- - -

- 5
—
,.-. ~~~ j

-— ~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ 
-
~~~~~~

5-
~~~- ~~~~~~~~~~~~~~~~~~~~~~~



- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ — —--—

~~
—-,

~~

_

~~~~ 
..—.-..—-—- —---

~

- -—- 

TABLE OF CONTENTS

Chapter Page

I. INTRODUCTION 1

II. THE EVENT RELATED SLOW POTENTIALS IN RESEARCH:
DERIVATION AND VALIDITY 8

Cortical Architecture and the ERSP 10

Input—Output Reciprocity : The
Routtenberg Theory 12

Evoked Potentials: Characteristics
and Validity 15

III. AN EXPERIMENT CONCERNING ERSP GENESIS AND
COGNITIVE ACTIVITY 31

Anagram Solution: A Demanding Task 32

Experimental Design 33

Subjects 36

Subject Preparation 41
S Experimental Procedure 42

Stimulus Presentation 44

Practice Trials, Control Trials,
and Stimulus 44

Data Analysis 48

Waveform Analysis 56

Results 59

Discussion 67

Conclusions 80

BIBLIOGRAPHY . .. . . . 85

APPENDIX A. Subject Mean Coherence Matrices . 95

APPENDIX B. Subject Frequency/Amplitude
Diagrams . . 104

S -~

-v-

L —
~~ — — — —



~—-----— --—- - -- ~~---~ w—~~~~~~ ~-~—-~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-- --

LIST OF FIGURES

)
Figure Page

1. Morphology of the Averaged Evoked Human -

Waveform . . . . . . . . . . . . 18

2. International 10-20 Electrode Reference
System  . 23

3. Design of Experiment . 35

4. Superimposition of Subj ect Trials - Example 1. 50

5. Superimposition of Subject Trials - Example 2. 51

6. Superimposition of Subject Trials — Example 3. 52

7. Superimposition of Subject Trials - Example 4. 53

—vi—

-

~

-—-- -—__—--

~

----—-- --- S- ~~~~~~~~~~~~~ ---~~~——--. _____ ______________ 
~ . .



~~~~~~~~~~~~~~~~~
-,- -- --— _ _ _ _ _ _ _ _ _ _

LIST OF TABLES

Table Page

La. Stimulus Words and Their Anagrams -
Concrete—Familiar 37

lb. Stimulus Words and Their Anagrams — 
S

Concrete-Unfamiliar 38

ic. Stimulus Words and Their Anagrams -
Abstract—Familiar 39

ld. Stimulus Words and Their Anagrams -
Abstract—Unfamiliar  40

2a. Practice Words and Their Anagrams -
Concrete/Familiar—Unfamiliar 45

2b. Practice Words and Their Anagrams -
Abstract/Familiar—Unfamiliar 46

3. Removal Coefficient for Correction for
S 

Visual System Arti facts 55

4. Anagram Solution Response Times 60

5. Analysis of Variance: Treatment x
Treatment x Subjects Design 61

6. Analysis of Variance: One Way for S

Mean Coherence Values 64

7. Scheffe Test of Paired Comparisons:
Mean Coherence Values . 65

8. Subject Basic Reaction Times for Button
Pressing 76

—vii—

- - - - S  - - --~~~ ~~~~~~~~~~~~~~~~~~~



~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~

Chapter I

INTRODUCT ION

The past century has produced a remarkable fund of

knowledge concerning the mechanisms of the Central Nervous

Systems (CNS) of the human and animal alike. A more ten-

uous knowledge has been gained concerning the relationship

of these known mechanisms to the overt and cover t behaviors

that the organ ism may exhibit in ei ther the labora tory or

daily environment.

Luigi Galvani ’s discovery in 1790 of the electric al

exc itabili ty of neural tissue crea ted a new region of

physiological investigation. The advances in the methods

of generation and measurement of electri cal currents that

followed gave a new insight into the nature and complexity

of neural electrochemistry . In 1875 , Richard Caton pub-

lished an accoun t of the recording of electr ical potentials

from the brains of rabbits . In 1929 , Hans Berger recorded

the electrical activity of the human brain and identified

the rhythmic activity of the cor tex. Berger also named the S

record of brain activity the Electroencephalogram (EEG).

The study of the EEG expanded in new directions through the

l93OI s. Psychological correlates of brain activity came

under scrutiny . The physiologically oriented psychologists

utilized this tool to investigate the relationship of brain

electrical activity to sensory experience , perception ,

—1—
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learning , emotion , motivation, and a myriad of other be-

havioral phenomena.

The rapid advance of technology in the f ield of S

electronics that followed the second World War , and par tic-

ular ly  the development of the digital computer , again

expanded the experimental horizon of the psychologist in

this research area. The oscillatory activity of the alpha ,

beta, or other waves could seldom be related to behavior in

sufficient specification. Highly sensitive amplifiers ,

capable of sensing and developing signals of only a few

microvolts, revealed the existence of the Evoked Potential

(EP). This activity of the brain is produced in fixed

temporal relationship to sensory input , and is said to be

evoked by that input. The EP is so small in amplitude as

to be difficult to measure or to separate from ongoing

activity in most cases.

Systematic investigation of this phenomena became

feasible when DawsOn (1954) suggested separating the EP

from ongoing activity by the signal enhancement technique

of sununating the EEG record over tria ls. This proces s

relies upon the consistent temporal relationship of the

evoked potential to the evoking stimulus . It is known that

time—locked activity , or the “signal ” of interest, suinrnates

directly as the number of repetitions of the event.

Activity not locked in time to the event , constitutes un-

wanted “ noise ” an d summa tes only as the square root of the

—2—
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number of repetitions . The summation technique provides a

means of itnproving an adverse signal-to-noise ratio, and

extracting very small signals from inherently noisy envi—

ronments such as the brain.

Current research considers two basic types of

evoked potentials; the so—called alternating current (a.c.)

potentials and the direct current (d.c.) potentials. The

d.c. potentials are slower and seldom demonstrate the peri-

odic components of the a.c. potentials. These d.c. poten-

tials require more sophisticated recording techniques than

the a.c. potentials in order to prevent the distortion of

the signal by the detection and amplifying equipment.

The di fferences between potentials that can be

related to distinct stimuli or to motor acts , and those

which cannot be so distinctly related, has led to the gen-

eral acceptance of the term Event Related Potentials (ERP)

for those of the first group. The ERP ’s are then further

&vided into groups dependent upon the a.c. or d.c. nature

of the potential. Those more d.c. in nature have been

termed Event Related Slow Potentials (ERSP) and have them-

selves been separated into four main categories. These

categories have been described by Vaughn (1969) as: (1)

sensory evoked potentials, (2) motor potentials, (3) assoc-

iation cortex potentials , (4) steady potential shifts. The

first three are relatively well synchronized with their

reference events , and can be localized as to intercranial

— 3—
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source of the signal.  The steady potentials form a less

distinct category due to their uncertain origins and the

rather nebulous psychological associations with which they

have become endowed . The ERSP’ s were f i r s t  described in

man by Kohler, Held, and O’Connell (1952), but became the

subject of wide interest following the description by

Grey Walter and his colleagues (1964) of the Contingent

Negative Variation (CNV).

A complete review of the history and research that

has followed the initial description of the CNV has been

admirably accomplished by Tecce (1972).

The initial f indings of Walter were confirmed by

Low , Borda, Frost and Kellaway (1966); Rebert, McAdarn,

Knott, and Irwin (1967); and Cohen , Of fner , and Blatt

(1965). Since these confirmatory studies, interest in this

area of research expanded rapidly . Four International

meetings have occurred dedicated to the interchange of

ideas and research methods concerning this mos t intricate

of brain responses.

The Second International CNV Congress of 1971

pointed out several aspects of ERSP research tha t required

detailed attention. W. Grey Wal ter , in the opening add ress

to the Second Congress , pointed out the need for an im-

proved technology for recording single trial events. The

need for averaging to improve the signal to noise ratio

also eliminated observation of the trial to trial

—4—
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variability . W. C. McCalluin, (in whose EEG the first CNV

had been seen) in addressing the relationship between CNV

and Human behavior , noted the limitations that had been

imposed upon the stimulus events in most research . The

artificiality of the usual laboratory stimuli (tones,

clicks , and flashes) failed to represent the more diverse
-
S information processing that is present in the usual waking

activity of the human being. McCalluzn pointed out several

aspects of research methodology in ERSP investigations that

clouded the view of the relationship between brain elec-

trical activity and the behavior manifested by the subject.

Among these were: imprecise psychological constructs with

which researchers had encumbered themselves; and artificial

and irr elevant laboratory situations that failed to corre-

spond to the normal activity of the subject.

To a great degree , these criticisms of ERSP re-

search have been dictated by the need to average over trials

in order that the potential of interest could be seen and

extracted from the total data. When utilizing complex

verbal or visual stimuli , subtle differences between stim-

ulus items of the same general category may determine the

internal processing rate. The resultant ERS? may no longer

be time locked to the stimulus and therefore not subject

to averaging for signal enhancement.

Weinber g (1976) questioned the “reality” of the

averaged signal utilized in most investigations , noting the

—5—
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loss of information concerning ERSP variability from one

trial to another that resulted . Weinberg also noted that

averaging methods were unable to provide information about

the central tendency of the ERS? with respect to ampli tude S

or phase differences that occurred . The implication is

tha t the importance of each signal is determined by its

relationship to the mean or average of many similar sigr.als.

The departure of an ERSP in some parameter from the average

may constitute the data of interest and be related to diff-

erence in behavior more than the average data is to average

behavior.

The requirement for averaging has placed focus

upon the temporal relationships of the ERSP with an unfor-

tunate emphasis upon the element of temporal consistency .

The process of averaging tends to eliminate potential

changes that occur with differing latencies, and to remove

such signals from the realm of investigation.

The solution to the problem is certainly not triv-

ial. A concentration upon more adequate detection and

recording techniques would provide only a starting place.

When single trial recording of ERSP ’s could be coupled with

real time analytical methods available with high speed com-

puter systems , only then could these more subtle relation-

ships be more adequately investigated .

Recognition of the importance of this research

direction provided the incentive to undertake the develop-

—6—
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inent of a basic system for the recording of ERSP’s in the

r single trial. A system utilizing a Direct Current amplif i-

cation system for this recording is described in a separate

report. The utilization of this system is an experimental

setting is discussed in the chapters to follow .
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Chapter II

THE EVEN T RELATED SLOW POTENTIAL S IN RESEARCH:

DERIVAT ION and VALIDITY

Two relatively recent neurophysiological discover-

ies: the contingent negative variation (CNV) brain wave

(Wal ter , Cooper , Aldridge , McCallum, & Win ter , 1964); and

the P300 brain wave (Sutton, Braren , Zubin , & John, 1965)

appear capab le of providing researchers with neuropsycho-

logical indices of cognitive activity within the human

brain. Since 1964, a developing body of CNV research find-

ings has associated this neurophysiological measure to psy-

chological concepts : expectancy (Walter, 1965; Walter

et al., 1964 ), learning (McAdarn, 1966), conation (Low,

Borda , Frost, & Kellaway , 1966), motivation (Irwin , Knott,

McAdam, & Rebert, 1966; Rebert, McAdam , Knott , & Irwin ,

1967, preparational set (Low et al., 1966), attention

(McCallum , 1969 ; Tecce , 197 0; Tecce & Scheff , 1969), con-

centra tion (Donald , 1970), reactive change (Karlin, 1970),

and brain activation (Naatanen , 1970 ; Tecce , 1971, 1972).

Cohen, Offner , and Blatt (1965) , Hillyard (1968)

Hlllyard and Galambos (1967), and Low (1966 ) have confirmed

the existence of the cortical slow wave electrical phenom-

enon termed CNV through replication of the original Walter

et al., (1964) paradigm and recording conditions.

—8—
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Hughes ( 1968) , reviewing electroencephalography and

learning , stated : “Thus , the CNV wave may be destined to

be the first very reproducible, specific and distinctive

electrophysiological correlate of higher mental funct ion in

man (p. 122).”

Lindsley (l969b) noted that the CNV may be impor-

tant from the learning point of view , particularly in

relation to application of instructional technology tech-

niques. His observation is that students do not learn as

much from visual and auditory aids as anticipated by re-

searchers , perhaps due to passivity . His recommendations

are to determine if development or iteration of the CNV is

fundamental to the human learning process by converting

brain passivity, during usage of these devices , into

expectancy and involvement.

The P300 brain wave component (Sutton et al., 1965),

might also serve as a neuropsychological in dican t of human

cognitive activity. Beginning in 1965, Sutton and col-

leagues (Sutton et al., 1965 ; Sutton, Tuetin g , Zubin , &

John , 1967; Tueting , Sutton , & Zubin, 1971) began to dem-

onstrate that P300 component of the vertex evoked poten-

tial was present when the stimulus delivered information ,

and was reduced or absent when the stimulus was redundant.

Some formulation of the psychological processes

associated with the P300 have been suggested. Ritter and

—9—
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Vaughan ( 1969) suggest that the P300 is an indicant of

the reaction of orienting and cognitive activity of the

brain. Smith , Donchin , Cohen and Starr  ( 1970) have pro-

posed the P300 in association with a “decision regarding

the stimulus .” Sutton (1971) stated : “The P300 coinpon—

ent of the averaged evoked potential recorded at the

vertex is highly sensitive to the ‘salience ’ of the stim-

ulus to the subject (p. 302).” Squires , Hillyard, and

Lindsay (197 3a) inferred that the P3 00 reflected the cer-

tainty of decision making based upon the signal informa-

tion previously received . Karlin (1970), however , assoc-

iated the evocation of the P300 to a: “ . . . reactive

change in preparation after presentation of the critical

stimuli (p. 122).” Jenness (1970), based upon his record—

ing of P300 development over trials in a difficult learning

task , suggested that this large late vertex component was

the first endogenous (originating within the brain), i.e.,

stimulus independent brain wave component to be reliably

identified in the evoked potential literature .

Cortical Architecture and the ERSP

The CNV as discovered by Walter et al., (1964) has

been associated with the frontal cortex in man. Walter

(1964) stated that the function of the CMV could be des-

cribed as primiflg the frontal cortex. Walter (1965) has

observed the CMV waves sweeping from the frontal pole

— 10—
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toward the premotor zone during the 0.5 second or so

between the conditional response and the imperative re-

sponses. Walter (1965) suggested : “The essence of the

ef fect , orienting and habi tua tion , is that the frontal

responses are a part of the orienting or Novelty Response

(p. 3).”

Luria (1973), based upon a 30-year study of war

damaged brains , including damaged frontal lobes , suggested:

These data show tha t the fron tal lobes play an
essential par t in the higher forms of regulating
the states of activity . They control the active
state of the cortex , which is necessary for the
accomplishment of complex tasks, and play an
important role also in the execution of intentions
that determine the direction of human activity and
impart to the latter an elective and purposive
character. Numerous observations have also re-
vealed the role of the frontal lobes in the execu-
tion of complex programs of activity, the formu-
lation of the orienting bas is of action, and the
organization of its strategy . Further , their role
in the process of matching the e f f ect or consequence H
of action to the ini tial intention which is the bas is
of the highly important function of the modif ication
of action (p. 22).

Pribrarn (1973), in summar izing collective data re-

garding the function of the frontal lobes , stated :

I feel reasonably sure that the dorsolateral
frontal cortex , like the limbic formations of the
forebrain (including the medial and orbital frontal
cortex), are concerned in the inhibition of inter-
ferences among brain events. With respect to
lesions of the frontal cortex , this involvement
becomes manifest on the input side as a difficulty
in attention , a difficulty in registering novelty
so that habituation , or assimilation, fails to take
place . On the output side , the feedback to actions
from their outcomes is impaired and reinforcers
become relatively ineffective (p. 306).

— 11—
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A detailed review has not been attempted concern-

ing the investigative, experimental studies of the neuro-

psychological and neurophysiological characteristics of

the frontal lobes. Additional information and extensive

bibliographies may be found in Luria and Hoznskaya (1970),

representing the Russian viewpoint, and Pribram and Luria

(1973), representing , collectively, the Russian and Western

viewpoints. Luria (1970 ) presents the functional roles of

the frontal lobes and the relationships of these functions H
with other functional aspects of the brain. Clark and

Dewhurst (1972) present an interesting overview of the

frontal lobes in relation to other cortical functions.

Input-Output Reciprocity: The Routtenberg Theory

Routtenberg (1968, 1971, 1972) postulated that two

major systems form the substrate for behavioral acts: 
S

System I , associated with the reticular formation , and

System II, associated with the limbic midbrain structures .

System I subserves output processing whereas System II sub-

serves input processing. Routtenberg views these two

systems as having a reciprocal and inhibitory relationship. 
-
‘

A description of the functional reciprocal and inhibi tory

interrelationship of these systems and their resultant

behavioral influences perhaps is best understood in the

explanation given by Routtenberg (1972):

—12—
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To recapitulate , the reciprocal relation be-
tween the two systems is not a totally inhibitory
one. The suppression of System I by System II
occurs as a consequence of particular stimuli ;
hence , those responses that are irrelevant to the
processing of such stimuli, or that would subse-
quently interfere with the appropriate response to
those stimuli, are inhibited. The responses
relevant to the further processing -of related
stimuli are not inhibited . The stimulus processing
of System II , while controlling the majority of
responses under System I direction , does not con-
trol all responses; stimulus processing therefore
leads to response selection. Response processing,
on the other han d, does not inhibit all stimul i,
but selects by not inhibiting those stimuli whose
processings are relevant to the execution of a
particular response. The response function of
System I , has as one of its consequences stimulus
selection or selective attention ; tha t is , those
stimuli that are irrelevant or potentially dis-
ruptive to the performance of that response are
gated by System I, permitting relevant stimuli to
be maximally effective (pp. 161—162).

Thus we see proposed that performing an action leads to

stimulus selection or selective attention, and stimulus

processing initiates response selection.

Some support for this reciprocity of afferent and

efferent linkage is proposed by Sokolov (1963) in explain-

ing that repetition of presented stimuli ~sulted in

selective extinction of the orienting reflex and inhibition

of the orienting reflex to extraneous parts of the stimulus

structure.

The process of generalization of excitation in
the afferent and efferent links of the orientation
reflex-—when it enters into the structure of the
conditioned reflex—-are interconnected , and depend
on the functional characteristics of the conditioned
connection. For instance , repetitive application of

—1 3—
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a series of stimuli , similar to the signal, even-
tually results in the progressive extinction of
various elements of the orienting reflex, which
thus becomes restricted to specific reactions based
on the analyser actually stimulated. This leads to
efferent concentration . At the same time, however ,
a number of related stimuli which have not been
applied also lose their effects. This is the result
of afferent concentration of excitation in the area
of representation of the condit ioned stimulus. The
interdependence of the processes of afferent and
efferent concentration results in the specialization
of the orientation reaction , associated with the
restriction of the conditioned response to only
definite, signal stimuli (p. 241)

Routtenberg (1972) applies his integrative neuro-

biological theory to memory as an input-output reciprocity

process. This memory process is predicated upon System I,

the output processing mechanism , and System II , the input

processing mechanism . In his schema, Routtenberg proposes

that System II initiates memory storage and System I

initiates memory retrieval. Of particular interest to

cognitive research is his position that neither informa-

tion storage nor information retrieval can proceed without

the other in terms of the total memory process. Paradox-

ically , however , one cannot operate if the other is active.

Routtenberg (1972) accounts for the paradox when he pro-

posed that there is rapid oscillation between the two

functions :

Sensing the functional consequences to determine
what it, in turn, should do next. The reciprocal
relation between the two systems indicates that
certain structures , when storing information, are
prevented from enacting the retrieval mode ; and
when engaged in memory retrieval , storage is not
permitted (pp. 166—167).
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Routtenberg (1972) summarized the relationship of

System I and System II functions to the mechanisms of

memory as follows :

the two fun ctions are in terdependent , each
requiring the other to function . Thus, activity
of System II storage mechanisms would allow for S

refined or narrow selective retrieval. Activity
of System I retrieval mechanism could allow for the
selective deposition of memory trace. Contained in
this thought is the view that memory storage is S

selective , else it would be occlusive ; memory
retrieval is narrow and defined else it would be
unintelligible (p. 167).

Electrophysiological ly ,  Routtenberg took the

position that System I activation is indicated by hippo-

campal low voltage, fas t activity (hippocampal desynchroni-

zation). Activity of System II is indicated by hippo-

campal high voltage slow activity (hippocampal synchroni-

zation) possibly indicated by theta wave activity . Based

upon the work of O ’Leary and Goldring (1964 ), Routtenberg

saw an association between hippocampal theta activity , and

the cortical slow wave shift; that is, System II activity

is associated consistently with slow wave alterations in

the cortex which depresses some cortical activity and en-

hances other activity.

Evoked Potentials: Characteristics and Validity

MacKay (1969) , defined evoked electrical brain

potentials when he stated:

The term “evoked brain potentials ” (of ten
abbreviated to EP’ s) is generally used to denote
(electrical) signals in the latter class (diffuse

—15—
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and slowly chang ing electric f ields) tha t result
from (or at least covary with time-locked) stim-
ula tion of sense organs or af fe rent pathways ,
whether or not the stimulus is sensed by the
subject (p. 187)

John (1967) explained evoked potentials or evoked

brain electrical responses as a synchronous volley of

electrical brain impulses produced by af f e rent or sensory

stimulation giving rise to macropotentials , in both

cortical and subcortical structures , when time—locked to

the stimulus. Time-locking principally refers to the

initial time of presenting the stimulus . Upon initial pre-

sentation of a chosen stimulus , the evoked brain potential

or response is evoked concurrently wi th the ini tial stimu-

lus presentation. The electrical response to the stimulus

may outlast the stimulating period.

John (1967) stated :

Some of the “evoked potentials may be rather
distinct while others may be obscured by the on-
going (natural , spontaneous) background (brain
electrical) activity and require (computer)
averaging techniques to detect them” (p. 224).

This is an important differentiation ; evoked brain

poten tials , as the term is used in electrophys iological

research , refers to a distinct phenomenon differing from

simple ongoing brain activity such as that of alpha activity

or low voltage beta activity in that they are brain related

electrical events initiated by and time—locked to an initi—

ating stimulus presentation or event.
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The phrases evoked potentials or evoked responses

are used interchangeably in electrophysiological litera-

ture. Potential is the term drawn from electrical theory

indicating the existence of a charge and determined by

current flow in a circuit as referred to some standard;

the standard used is voltage (Cooper et al., 1969).

Characteristic of Evoked Potentials.

Figure 1 depicts the morphology or shape of audi-

tory evoked , visual evoked, and somatic evoked electro-

physiological waveforms. The morphology of such waveforms

are usually described by five parameters (Goff , Matsumiya ,

Alliston , & Goff , 1969; Vaughan , 1969): (a) modality ,

(b) polarity , (c) amplitude , (d) latency , and (e) topog-

raphy . The morphology usually depicted is the averaged

evoked potential derived by computer methods over a number

of trials.

Modality. Electrophysiolog ical potentials may be

evoked within the brain through stimulation of various

senses such as the auditory , visual , and somatic modali-

- ties. Extensive investigations have been made of the

auditory evoked potentials (AEP) (Davis, Mas t, Yosh ie, &

Zerlin, 1966; Gross , Begleiter , Tobin , & Kissin , 1965;

Picton et al., 1971; Ritter, Vaughan, & Costa, 1968;

Vaughan & Ritter , 1970; Wilkenson & Morlock , 1967), to

name a few studies. Visual evoked potentials (VER) have
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been studied by many researchers; Chapman & Bragdon , ( 1 9 6 4) ;

Ciganek , (1961); Donchin & Cohen , ( 1967) ; Haider,  Spong ,

and Lindsley , ( 1 9 6 4) ;  Spong, Haider , and Linds].ey, (1965).

Somatic evoked potentials have been studied by Donald and

Goff , (1971);  Goff , Rosner , and Allison ( 1 9 6 2 ) ;  and Kl inke ,

Fruhstorfer , And Finkenzeller (1968), among others.

Jenness (1970) stated that the auditory and soma-

esthetic evoked waveforms are similar in morphology , but

the visual evoked waveform is more complex. Goff et al.,

(1969), and Vaughan (1969), have provided extensive dis-

cussion of wave morphology .

Polarity. An electroencephalogram , or tracing of
S 

an evoked waveform is a biphasic curve, that is, it contains

• two phases. The trace is shaped by upward deflectioris and

downward deflections above or below some neutral baseline

which are changes of phase in electrical polarity ; changing

from a positive going direction to a negative going direc-

tion or vice versa. Electrical engineering standards were

utilized in early research description, an upward deflec tion

was positive and a downward deflection was negative. Cur-

rently, most studies now use the opposite convention ; that

is , an upward deflection is negative and a downward deflec-

tion is classified as positive . This is the neurological

convention in place of the - engineering standard .

-19—
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As observed in Figure 1 the auditory , visual , and

somatic evoked waveforms , due to polarity reversals , con-

tain a series of peaks and troughs which are referred to

as components. It is these components and their changes

which are of major interest to evoked potential researchers.

Investigators have related these components to stimulus,

cognitive , and response related events. A particular corn—

ponent is usual ly described by three measurements noted

by Vaughan (1969): (a) polarity , (b) amplitude , and

(c) latency . Polarity then is a descriptor used to desig-

nate whether a given component is of positive (P) or of

negative (N) orientation .

Amplitude. Amplitude refers to the amount of

polarity deviation, or excursion, of a given component

-from an established reference point (Figure 1). Amplitude

is stated in terms of voltage (inicrovolts , i.e., mill-

ionths of a volt, uv). Amplitude may be measured in two

ways: (a) baseline, and (b) peak-to—trough . When utiliz-

ing the baseline measurement technique , one determines the

average electrical activity over a period of time during

a resting period, or just prior to presentation of the

initiating stimulus . The amplitude value of a segment

describes the amount of polarity deviation of the peak of

-~ a particular positive or negative component from the pre-

determined baseline reference.
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A peak-to—trough or peak—to-peak (these two terms

are interchangeably used in the literature) measurement

does not use the baseline as reference in determining the

amplitude value. Rather the range of the ampli tude value

of the total polarity excursion, or sw ing from the peak

of one component to the trough of an adjoining component

(or vice versa) is measured. Both of these evoked compon-

ents measuring methods possess advantages and disadvantages .

Var ious measurement methods are discussed in detail by

Regan (1972) and Donchin (1969).

Latency. The term latency when applied to compon-

ents of an evoked potential wave form refers to the time

period or time delay between the initial presentation of

a given stimulus and the form ation of the peak or trough

of the positive or negative components (Figure 1). Time

of latency is usually measured in milliseconds (msec).

Sutton (1969), has identified P1 at a latency of 75 msec ,

Nl at 100 msec , P2 at 200 rnsec , N2 at 250 rnsec , and P300

at a latency of 350 znsec.

The reader is cau tioned tha t the stated la tencies ,

as explained by Sutton , are averages and are subject to

alteration under different experimental conditions .

Sutton , as reported by Price (1974 ), stated :

Latency of a component is perhaps the most
difficult criterion to apply. We have evidence
in our lab that across different experimental
conditions as well as across different kinds of

—21—
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subjects the latency of P300 may be as little as
200 msec or as large as 600 msec.

Topography . A montage in brain wave recording re-

fers to the arrangement used in placing the electrical

sensing electrodes in structural relationship to the brain.

This electrode arrangement upon the scalp, referred to as a

montage , was standardized in 1949 by the Second Inter-

national Congress in London and published in 1958. It is

now referred to as the Ten Twenty Electrode System of the

International EEG Federation descr ibed by Jasper (l958b),

Figure 2 describes the standardized montage.

Topography of brain wave activity, as defined by

the EEG Terminology Committee and published by Leeuwen

et al. (1966), is the: “ . . . distribution of electric

activity with respect to anatomical landmarks (p. 308).”

Evoked potential waveforms for a given stimulus and sen-

sory modality differ depending upon electrode placement,

i.e., anatomical location .

Vaughan (1969) noted that it is essential to de-

fine the electrode placement used to record a given wave-

form phenomena in order to arrive at an understanding of

the neurophysiological mechanism and the associated neuro-

psychological event. Goff et al., (1969), Vaughan (1969 ,

and Vaughan and Ritter (1970) have offered investigative
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results which relate evoked waveforms to anatomical loca-

tion of the sensing electrodes. These studies are of ten

termed topographical studies.

Averaging. The existence of st imulus evoked poten-

tials that can be recorded from the scalp over much of the

neocortex by standard electroencephalographic equipment in

humans was first demonstrated by P. A. Davis in 1939 and

noted by Jermess (1970). She recorded from the vertex,

currently designated CZ (in the International 10-20 System

(Figure 2). Davis was largely successful because her sub-

ject evoked unusually large potentials. This kind of scalp

recorded brain activity remained generally inaccessible

from a normal population until the development of the

averaging technique by Dawson (1954). As Dawson explained :

F In the majority of healthy subjects the form of
these sensory responses (evoked potentials) is still
obscured (without averaging) by the relatively
large spontaneous brain potentials ; those people
showing responses large enough to be useful for
experimental purposes are so few that they may not
be taken as typical (p. 65).

Analysis of the evoked potential waveform (P300 or

CMV) is accomplished by averaging the recorded waveforms in

order to separate the wave of interest (P300 or CNV) from

the na tural , spon taneous , ongoing brain wave rhythms which

are regarded as “noise ” . The signal to noise improvement

varies as the square root of the number of presentations

of the stimulus.
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Walter ( 1969) recommended recording the evoked CMV wave-

form for a minimum of 12 trials to achieve a signal to

noise ratio 3 .4 5 times clearer than a single primary EEG

record. An examination of the literature reveals that a

signal to noise ratio ranging from five (25 trials) to

nine (50 trials) is customarily used in establishing an

average evoked waveform containing a P300 or CMV component.

It must be recognized that an averaged evoked potential is

an estimate of a population of waveforms as def ined statis-

tically.

Nomenclature. Different component labeling sys-

tems have been put for th in Ciganek , (1961); Davis et al.

(1966); Goff et al. (1962); and Vaughan , (1969). The com-

ponent labeling system used in this paper follows that of

Davis et al. (1966), Friedman et al. (1973), and Wi lkenson

and Morlock (1967) in designating the components serially ,

or sequentially, as P1, Ml , P2, N2 , P300 , N3 , P4 (please

refer to Figure 1). However , the P300 component of inter-

est in this study is addi tionally referred to in curren tly

published reports as the late positive component and as P300

in recognition of its ~ipproximate latency , i.e., peaking

at an average of 300 msecs af ter initial presentation of

the stimulus .

Classification of Brain Electrical Activity .

The classification of brain waves is somewhat

—25—
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arbitrary. Electrophysiological brain wave terminologies

have not been standardized. A d i f fe ren t ia t ion  should be

attempted to clarif y the understanding of slow waves and

slow wave terminologies. The parameters used to measure

brain waves are frequency (in cycle per second or Hz ) ,

amplitude (in microvolts , uv) , and time or period duration

(in milliseconds, m s ) .  The frequency range of interest is

described by Laidlaw & Stanton , (1966) and Cooper et al .,

( 1969) ;  Delta rhythm (under 4 Hz ) , Theta rhythm (4 to 7

H z ) ,  Alpha rhythm ( 8 to 13 H z ) ,  and Beta rhythm (over 13

Hz) . These authors use the term slow waves for waves with

frequencies under 8 Hz and fast  activity for waves over

13 Hz.  Other authors , however , use d i f f e r en t  classifica-

tions . Cohen ( 1969) related the CNV to very slow brain

potentials and defines it as an electrical activity slower

than the 1 to 4 Hz spectrum .

Frequency as a parameter in descr ibing slow waves

become less useful due to low rate of oscillation , hence

long periodicity , therefore the time course or duration

becomes a primary parameter. The type of equipment util-

ized to record may be used to differentiate slow waves

S 
from faster activity . Alternating current (AC) recorders

are applied to measure the fas ter waves and direct current

(DC) recorders used to measure the slower wave activity of

the scalp found in the low end of the frequency spectrum.

—26—
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Overlapping does exist as AC equipment can be used to

measure slow waves through utilization of longer time

constants (TC). The TC referred to here is that of the

capacitive coupling utilized in AC systems to link the S

amplification device to the transducer. A capacitive

coupling is always a resistive-capacitive network (RC )

with a finite rate of change of voltage across the capaci-

tance determined by the values of both capacitance and re-

sistance in the circuit. Longer charging times for the

capacitance are required to prevent b lockage of the slow-

er moving signal in slow wave recording, hence the term

“long time constant” coupling .

Cortical steady potential phenomena ax~e reviewed 
S

by O’Leary and Goidring (1964), Rowland (1967, 1968), and

Adey (1969). The term steady potential refers to the

resting potential under passive or nonstimulated conditions

of the subject. The human transcortical , bra in surface to

brain depth, DC value is reported to be 5 to 7 millivolts

(O’Leary & Goldring , 1964). This steady potential or

resting value is termed the baseline value. When repeti-

tively stimulated , slow waves are evoked , summing temporal-

ly to effec t baseline shifts which may outlast the stimu-

lating period . These slow afterrnaths are termed steady

potential shifts. The shift is described by the parameters

of polarity (direction of the shift from the baseline , 
S
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i.e., positive or negative polarity), amplitude (amoun t

of the shif t from baseline in micro or millivol ts), and

time (duration of the shift in milliseconds). Changes in

steady potentials have been termed steady potential changes ,

steady potential shif ts, slow wave changes or slow poten—

tial shifts. The term Event Related Slow Potentials

(ERSP) will be used for the description of waves of the

above categories.

Brazier (1963) reported that Caton (1875) observed

negative variations in the steady cortical potential of

animals in response to sensory stimula tions in addi tion

to spontaneous rhythmic oscillations in the electrical

activity of the brain unrelated to external stimulation.

Kohler and Hel d (1949) reported existence of long lasting

potential changes in the visual cortex in response to vis-

ual stimulation . ERSP activity has been observed in re-

sponse to novel sensory stimuli in other modalities as

described by Arduin i, Mancia , & Mechelse (1957) , and

Vanasupa , Goldring , O’Leary , & Winter (1959). Lickey and

Fox (1966) investigated ERSP in the visual , auditory and

somaesthetic areas of the cat brain . They reported the

cortical area assoc iated with a par ticular modali ty to be

electrically negative when related to responses in other

areas. This has been termed the primary negative rule.

Utilizing single and repetitive stimuli , the para-

meters of slow components of evoked responses have been

—2 8—

4

ill_S - - - - - 5  -5— ‘ - --- 5-—- - - -  —S ~~~~~~~~~~~~ - - - 5 - - -  . .L . .5 .~~~ . ,



- ~~~~~
--—---

~~~~~~ 
‘ - - — --- -- —-- -— - —

described in man by Goidring, O’Leary, and King (1958).

Sutton et al. (1967) have interpreted these ERSP’s to

be associated to the perceptual content of the stimulus .

A negative ERSP , termed the Readiness Wave , has

been shown by Kornhuber and Deecke (1964) to precede

voluntary and passive movements in humans. Gi lden,

Vaughan and Costa (1966) re.ported a slow negative shift,

termed the pre-motor potential , preceding muscle contrac-

tion. The Read iness Wave was subsequently confirmed by

Walter (l966b) . It was demonstrated that actual physical

movement was not required for this ERSP to occur . Caspers

(1963) has shown negative ERSP ’s in association with the

orienting reflex and with peripheral stimulation.

ERSP’ s have been studied in associa tion with condi-

tioning and learning . Morrell (1960) recorded cortical

ERSP ’s to a tone paired with low frequency current. Shvets

(1958) measured a negative ERSP that was reported to have

accompanied conditioned responses in rabbits. During

extinction trials , the ERSP attenuated and disappeared ,

reappearing during reinforcing trials. Rowland and Gold-

stone (1963) observed a surface negative ERSP to a click

conditioned stimulus paired with a shock . ERSP ’s disapp-

eared during extinction trials. When appetitive rein-

forcement was given in p lace of shock , the subsequent

ERSP to the click was positive. This result was confirmed
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by Marcznskj, York and Hackett (1969) who termed the phe-

nomena the contingent positive variation.

In a conditioning paradigm , Walter (1963) used a

flash as the conditioned stimulus (CS) an d a click as the

unconditioned stimulus (UCS) and found that the nonspecific

human brain evoked response to the flash was more prolonged

in dur ation , more widely distributed over the cortex , and

more prominent than when the flash was presented alone.

The nonspecific response to the click became attenuated.

The changes in the evoked potentials were even more notice-

able when the subject was required to perform a motor re-

sponse to the UCS. This led Walter to term the phenomena

contingent response interaction.

S Walter and his associates discovered the CNV during

similar paradigmatic experiments when they changed from a

short time constant in the capacitive coupling of their

recording equipment of 0.3 second to 1.0 second time con-

stant (Walter, 1971). They demonstrated that, when the

evoked responses to a single stimulus had habituated (Sl),

the responses were res tored when a second stimulus , S2,

was associated with the first, and that the negative ERSP

components of the evoked potential to Sl were progressively

augmented . They called this negative ERSP the contingent

negative variation (CNV) (Walter et al., 1964). Contingent

was preferred in place of the narrower term conditioning

(Walter, 1971) .
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CHAPTER III

AN EXPER IMENT CONCERNING ERSP GENESIS

AND COGNITIVE ACTIVITY

The author desired to perform an experiment designed

to emphasize the aspect of data gathered in the single trial,

and to relate this data to the specific response of the

subject for that trial. Experimentation that has been re-

viewed in the preceding chapters has shown that ERSP ’s are

more likely to be developed with meaningful material presented

to the subject as a stimulus. The attention given by the

subject tc the stimulus is also known to have importance in

the development of an individual ’s ERSP’ s.

Weinberg (1972) and Tecce (1970) have both observed

reduction of ERSP amplitude with distraction. They have

suggested that “intention to respond” may be related to the

development of ERSP ’s. There are numerous experiments

that contribute to the belief that the attentional demands

of the experimental situation enhance , to some degree ,

ERSP development.

In the light of these experiments, it was desired

to utilize a stimulus that would demand the consistent

attention of the subject to the task and require the expen-

diture of a high level of processing capacity.

—31—
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Anagram Solution: A Demanding Task

)
Verbal protlem solving, such as that found in

cross-word puzzles or in anagram solution is highly popular

as a pastime . The strategies in anagram solution have been

studied by many investigators. Dominowski ( 1968) studied

anagram solving as a funct ion of letter moves , Cohen ( 1968)

investigated solution in relation to letter frequency in

the language , while Kaplan and Corvellas (1968 ) investigated

word length and its relation to solution time. Mendelsohn

and O’Brien (1974) examined difficulty of solution as de-

termined by letter transition probabilities , letter moves

and word frecuency . A review of these investigations re-

vealed that anagram solution was a demanding task.

Nendelsohn (1976 ) determined that the process of anagram

solution entailed the retrieval of words from memory on

the basis of letter order cues generated by the subject or

present in the anagram itself.

~ayzner and Tresselt’s (1965) study and Ronning ’s

(1965) study indicated that five letter anagrams elimin-

ate immediate solutions based upon purely recognition

factors. This word length provides sufficient vowel-

consonant interactions to extend the number of tenable

hypotheses about the solution to make the task demanding .

Based upon this data , anagram solution was selected as

the cognitive task.

—32—
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Experimental Design

The experimental design was a Trea tment by Treat-

ment by Subjects design. The stimuli to be presented were

5 letter anagrams derived from English language words.

An interest in the solution word retrieval time

from memory caused the selection of stimulus words to be

made across two dimensions , (1) concreteness versus ab-

stractness and (2) high frequency versus low frequency . Con-

Crete words are those that have a high degree of concurrence

of meaning for most individuals. They are usually “object”

related , such as HOUSE or WAGON . Abstract words have far

less concurrence among individuals as to meaning and may

carry affective as well as linguistic meaning . Words such

as AGONY or GUILT are in this category . Frequency of words

is a measure of their degree of common usage in the lang-

uage and has been determined by Thorndyke and Lorge (1944).

The basic design for presentation is shown graph-

ically in Figure 12. EEG data was to be recorded for an

interval preceding presentation of a stimulus anagram , and

to continue for an interval past the ind ication of a solu-

tion, or until the allowed solution time period (30 seconds)

expired . Two control conditions were provided . One condi-

tion allowed EEC recording during a period when presented

with a stimulus word that was easily recognizable but was

not an anagram . The second allowed EEC recording during
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a period when no stimulus wa s presented and the stimulus

display area remained blank . These conditions were rand-

omly interspersed among the- anagram presentations and are

fully described under the heading of Experimental Procedure.

Three hundred words each of five letters in length

were selected by concurrent appearance on lists measur ing

frequency and concreteness. Seventy—five words each of

high frequency/concrete, low frequency/concre te , high

frequency/abstract and low frequency/abstract were selected .

These words were provided as data to a computer program

which printed out the 120 (factorial) possible combinations

of the five letters of each word .

This list was then reduced by eliminating those

words wherein the rearrangement of the letters could pro—

duce more than one word as a solution. From the remaining

words , twenty were selected for each word category, a total

of eighty words. Five words of each category were selected

to be “practice words,” the remaining fif teen of each cate-

gory to be stimulus words. The selection process also

reduced those words - that contained the letters Q, V, X,

Z since Cohen (1968) had found that these letters, due to

their low frequency , quickly reduced the available solution

hypotheses. Cohen termed these letters “key letters ” due

to their solution effect.

The selected words were again provided to the com-

puter as data. The program randomly “scrambled” the five

34
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letters in each word of the word l ist .  Several possible

lists were generated and inspected for “highly  recognizable”

letter orders by three members of the research s ta f f  working

independently. Those orders found to be highly recogniz-

able were eliminated from presentation . A list of final

selections is shown in Table la, b, c and d .

Subjects

Subjects were volunteers from various college class-

es at a local junior College . None were English majors. 
S

No preference was given to sex or age. There were thirty

original volunteers but only twenty—one were utilized due

to time limits imposed by equipment availability . A fail-

ure in the disc recording system created a problem in the

recall of a large percentage of the recorded trials for

three subjects. These subjects were eliminated from the

analysis. Two of the remaining 18 subjects also eliminated

from the final analyses. One subject blinked his eyes with

great force upon presentation of the stimulus and upon res-

olution of the anagram coincident with each button press.

These eye blinks were so large that they totally saturated

the amplifiers and made analysis impossible. The second ,

a brilliant engineering student, was unable to perform ana—

gram solution. He failed totally during the pre—experimen—

tal phase of twenty sample anagrams, then failed to solve

any of the anagrams presented during the investigative phase.
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Stimulus Words and Their Anagrams -

Concrete-Familiar

Wor d Ana gram

WAGON GOWNA
CABIN BlANC
MOUTH HOMUT

THUMB HUTME
JUDGE DGJEU

MOOSE EMSOO

STORK TROSK

APRON ROPAN
TRAIN ANRIT
SHARK RSKAH
RADI O IDORA
SUGAR GUARS

BACON ANCBO

CAMEL LACME
BANJO JANOB

Table la.
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Stimulus Words and Their Ar~agrams —

Concrete-Unfamiliar

Word Ana gram
FEMUR MUFRE

VIPER PIREV

YODEL OLDEY
QUOIT UTIQO

FLUKE KEFUL

BOUGH OHGUB

DUNCE NEDUC
VENOM MENOV

ANVIL VINLA —

DIVAN VADNI

TOPAZ ZOTAP

CAMEO MOCEA

CRONE ONCRE

COBRA BACRO

GHOUL HOLUG

Table lb.
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Stimulus Words and Their Anagrams —

Abstract-Familiar

Wor d Anagram

WAGER GEARW

LOGIC GLICO

SCOUR CRUSO

POWER WEPRO

CRAVE CAVER

SPITE ITSEP

DOUBT TOBDU
BALMY LANEY

FAITH HAFTI

RHYME HERMY

PAUSE USAPE

MUSTY TUMSY

VAGUE EGVUA
ERUPT PETUR

Table ic.

I’
II
~

I’
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S t imulus Words and Their Anaarams -

Abstract—Unfamiliar

Word Anagram

JOUST SOJTTJ

PIETY IYTPE

GU ILD IDGLU
FEINT EFN IT
MINCE CINME
FOYER YOREF

LOFTY FLOYT

GAMUT MUGTA

FOIST OFSIT
CLOUT LUCTO
MOGUL GUMLO

ATONE OTEAN

DAUNT ADNUT
CURIO RCOIU
FLOUT TOFUL

Table ld.
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His f rustra tion and discomfort was so apparen t before the

investigative phase was complete that the run was halted .

Subject Prepara tion

Each subject was personally interviewed by the ex-

perimenter and the equipment and experimental area was

explained to the subject. None of the subjects voiced un-

due apprehension concerning the EEG equipment or the shield-

ed cage in which the subject was to be tested .

Each subject was presented with a typed explanation

of the method for conduct of the experiment and questioned

for understanding of the experimental process.

Each subject was prepared for EEG recording by

cleaning the scalp and skin at the electrode contact areas

with a special solution supplied by a local manuf acturer of

very high quality bio-electrodes. This solution has been

found to effectively reduce skin electrode impedance . The

skin area was gently cleaned , using a soft brush and the

cleaning solution , and the electrodes positioned and checke d

for security. Four electrodes were placed; a single elec-

trode was placed at the vertex (OZ) of the International

Ten—Twenty system . A second was placed at the right mast-

oid. Two electrodes were placed , one approximately 1.5 cm

above and one approximately below the orbit of the right

eye. These latter electrodes recorded eye motion and eye
Ii

blink data. The subject was then seated in the ¶;hielding

—41—
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cage, connected to the power supply and optical transmission

system and allowed to become acquainted with the response

button pressure and range of motion. The subject was in-

structed to relax and wait while the computers were pre-

pared for the experiment. This provided a 10 minute period

of adjustment to the cage and the “fee l”  of the electrode

and associated wiring . The subject was grounded via the

lef t  wrist  to system ground by a f ine  silver plate and 16

gauge conductor.

Experimental Procedure

The subject , previously prepared for recording, was

seated in an armchair with a wide armrest for the arm and

hand to be used for the button response. The chair was in-

side a shielded cage 40 X 40 inches in area and 84” high.

The subject was approximately 24 inches visual distance from

a specially prepared plexiglass window containing very fine

wire netting that provides continuous electrical shielding

without impairing vision through the shielding . A computer

graphic display was placed 12” from the shielding window

outside the cage. The experimenter ’s control console was

placed out of sight of the subject. All communications were

spoken.

Two separate graphic minicomputers were employed in

the experiment. These computers were controlled from the

experimenter ’s console and linked through a special control

—4 2—
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program MESINT. The graphic terminal in the view of the

subject displayed the stimulus anagram and eye fixation

points , while that at the experimenter ’s console displayed

the real time EEG waves and the eye movements as recorded

by the four attached electrodes.

Each subject was asked to close his or her eyes

and a one minute baseline recording was performed to test

and adjust the amplifiers. The subject was then instruc-

ted to prepare to start the experiment. In accordance

with the previously presented instructions , a circ le of

1/2 inch in diameter appeard in the center of the stimulus

display area. The circle moved 4 inches vertically above

and below the center at a rate of 1/2 inch per second .

The subject followed this movemen t with his eyes without

moving his head . The subject was asked to depress the re-

sponse switch each time the circle commenced its upward

travel. This formed data for basic reaction time . The

eye motion and concurrent EEC was recorded on the magnetic

media at the experimental console in the form of 128 digi-

tized samples of the analog EEG output per second . This

sampling rate was used for all data collection . The

results of this exercise was used to determine a coeffic-

ient for later artifact removal.

At completion of the eye track ing exercise, the

subject was presented with a 1 inch cross indicating the

position on the display that would be the center of the 
S
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stimulus presentation area. The subject was cautioned to

avoid unnecessary head movements and eye novements and the

first of twenty practice stimuli were presented .

Stimulus Presen tation

Stimulus anagrams were all of five letters each

1.5 inches high . The 5 letters occupied 5 inches of dis-

play width centered on the display screen. One-quarter

second (250 milliseconds) prior to the presentation of the

anagram , a two inch by 6 inch rectang le appeared as a sig-

nal that the trial was about to commence and indicating the

area within which the anagram would be displayed. This pro-

vided an eye fixation area for each trial. Upon appearance

of the scrambled letter set , the subject attempted to solve

the anagram. The response button was to be depressed iznmed-

S iately upon achieving a solution. EEG and eye movement data

were recorded from the instant of one second before the

appearance of the rectangle and for one second af ter the

response button was depressed .

Practice Trials, Control Trials, and Stimulus

Each subject received twenty practice trials , f ive

of each category. Practice words and anagrams are shown

in Table 2a, 2b of each category. Category of presentation

was randomly assigned across trials and across subjects

under program control , both for the practice and record

—44—
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Practice Words and Their Anagrams —

Concrete/Familiar-Unfamiliar

Word Anagram
C TIGER GRITE

WATER EARW T
CHAIR CRIHA Concrete-Familiar

PIANO ONIPA
BRAIN ABNIR

CUBIT BICUT
VIPER VERP I
DIVOT VIDOT Concrete-Unfamiliar

LIMBO OIMBL
DIVAN VNIDA

Table 2a.
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Practice Words and Their Anagrams —

Abstract/Familiar_Unfamiliar

Word Anagram
AGONY GANYO

GUILT IGLUT
YIELD EDILY Abstract-Familiar
HABIT BANTI 

S
S BROIL RIBLO

SLOTH LHOTS
S PIOUS ISUPO

BOGUS GUBSO Abstract-Unfamiliar
FLORA LOFAR
AMITY MIYTA

Table 2b.

- 
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conditions. Two control conditions were also present.

Each subject was randomly presented with the letter group

TANGO (as in the dance). This was a non—anagram condition

and required no solution . The rectangle was also allowed

to remain empty or blank after it appeared . The subject

had been informed to expect this presentation . A button

press was made to each condition upon recognition of the

condition by the subject. Approximately 3 seconds after

the button press, the subject was asked to respond verbally ,

either with the solution words, TANGO or BLANK . Knowledge

of results was given to the subject only during the prac-

tice session.

Upon completion of the practice session , the sub-

ject was informed that recording for data would begin and

the record trials began. Each subject received a total of

90 stimulus presentations , fif teen each of the 4 categories

of anagrams and fif teen each of the TANGO and BLANK condi-

tions. The subject was asked to provide the solution or

identify TANGO or BLANK 3 seconds following the button

press. The subject said the word aloud and the experimenter

recorded the responses by data entry of a numerical code

at the control console. If the subject failed to achieve

a solution to an anagram within 30 seconds , the display was

wiped from the screen , a 10 second period of no display en-

sued and a new rectangle/word condition followed. The

experimenter recorded whether the trial was solved or

—47—
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recognized correctly , incorrectly, or that the subject
S failed to achieve solution (timed out).

At the completion of the experimental session , the

experimenter supplied to each subject a copy of the solved

words and the anagram displayed and discussed the reactions

of the subject to the experiment and the particular method

f utilized by each subject to achieve solution. All data

was digitized and stored on magnetic media for later anal-

ysis by computer.

Data Analysis

The data were transferred from the media records

for each subject and stored on magnetic tape at the

Engineering Computer Laboratory , University of Southern

California. Programs to separate and process data were

written in Fortran for execution on a DEC system KL1O.

All programs were pre-tested to ensure that output would

be accurate and reliable.

Two separate analyses of data were performed. An

analysis of variance for a treatment by treatment by sub-

ject design was performed for the stimulus categories. The

independent variables were the treatment categories of (1)

Concrete/High frequency anagrams (CH), (2) Concrete/Low

frequency (CL), (3) Abstract/High frequency (AM) , (4)

Abstract/Low frequency (AL), and Subjects (5). The depen-

dent variable was the time required to achieve solution in

—48—
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seconds. Solution time was computed to the nearest 1/128

of a second. The second analysis was performed upon the

EEG and eye movement records. This second segment required

extensive programming to extract pertinent data from the

individual  records.

Programming was accomplished to enable the display

of individual trials in graphic form. The display was,

in e f fect, a reconstruction of the EEG an d eye movemen t

data from the digitized samples. The sample points were

plotted on a baseline graph with amplitude in microvolts

as the ordinate and time in seconds as the abscissa. The

program allowed all waves developed within a single word

category to be simultaneously plotted . This produced an

“overplot” which allowed a rapid visual “eyeball analysis ”

of the data. Similarities in the waves for individual

trials are seen as a high density of lines at a given amp-

litude or a similar ity in shape at a given latency with in

the time structure . This method is a form of the super-

imposition technique described by Regan (1972). Some

examples are shown in Figures 4 through 7.

In preparing the graphic plots , the eye movement

and blink artifact was algorhythmically removed from the

vertex wave. This was accomplished by analyzing the eye

track and EEG data for each subject and determining a
-

- “removal coefficient” (RC), a number less than 1.0, for

eye movement and blink effects appearing as artifact at

—49—
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the vertex. This was performed through an interactive

graphics program termed RECALL. RECALL allowed plotting

of both the EEG data and the eye data upon the screen sim-

ultaneously. The RC for the subject was estimated and

applied to the EEG. The effect was to multiply the value 
S

of the eye movement/blink data at any point in the wave

by the RC and subtract the result from the EEG wave at that

same point on the time scale. The RC correction values

for each subject are shown in Table 3. Upon achieving a

satisfactory RC for each subject, this value was provided

to the analysis program to allow correction of each EEG for

artifact prior to numerical analysis. This provided a

corrected EEG (CEEG) to be utilized for the frequency and

content analysis which followed, as well as the graphic

overplots.

The RECALL program allowed all plotting parameters 
S

to be variables. This allowed examination of the entire

wave over the solution period or examination of any seg-

ment of the wave (an analog of magnification). Up to four

separate trials , or segments of a trial , could be plotted

upon the display at one time. This provided a rapidvisual

comparison of trials or trial segments. An interactive

mode provided for selection of two points on any wave to be

designated for: (1) computation of the elapsed time be-

tween the points ; (2) the slope of the wave between the two

points; (3) the values of amplitude in microvolts for each

—54—
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of the two points . A sample of this mode is recreated in

Figure 10. Using this mode allowed the investigator to

quickly measure latency values for any particular point on

the wave relative to any other single point on the wave to

the 1/128 of a second .

Waveform Analysis

An analysis  of subject data was performed on the

DEC system KL-lO at the Engineering Computer Laboratory ,

University of Southern California. All programs were

written in System 10 Fortran. Individual subject data

files were transferred to the DEC KL-lO computer and

written on magnetic tape. Conversion programs were then

wri tten , which reassembled this data into disc fi les organ-

ized in such a way that each trial and eye movement record

was written into an array for more direct manipulation .

Two separate ~na1yses of EEG data were performed;

a Four ier analysis to determine wave form frequency charac-

teristics , and a Coherence analysis based upon frequency

and amplitude at specific frequencies. Fourier analysis

methods are discussed in Rabiner and Rader (1972).

The Coherence analysis, or perhaps more properly

termed the Cross-Spectral Coherence Analysis , has been de-

scribed and utilized by Galbraith (1966). Galbraith util-

ized this method to determine the extent to which the EEG

patterns derived from two different brain sites showed
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similar act ivi ty at par t icular  frequencies.  Gaibrai th

described a statistic called the Coherence Function def ined

by equation 1.

C ( f )  = A x y ( f ) /  [ A x ( f )  . Ay(f) ] 1/2 ( 1)

where , C(f) = Coherence at frequency f .

Axy (f) = Cross-spectral density at frequency f

Ax (f) = Auto—spectral density of x at frequency f

Ay (f) = Auto—spectral density of y at frequency f

C(f) is normalized and bounded between 0 (a complete lack

of relationship) and 1 (a perfect linear relationship).

C(f) is computed for specific frequencies and is not per-

turbed by activity at other frequencies in the spectrum .

Galbraith found that there existed some frequencies in the

spectrum that were of very low amplitude and provided a

negligible amount of energy to the wave. This might occur

as the result of noise patterns in the recording equi pmen t

and are often common to all recordings. These frequencies

were arbitrarily eliminated from the computation as their

contribution was consis tently less than a selected value of

10% of maximum amplitude in either the auto-spectral or

cross—spectral analysis. A summary statistic of coherence

is given in equation 2. This mean coherence function (C)

summarizes the total degree of coherence throughout the

analysis epoch across trials of a like type.

The method of computation for ~ is as follows:
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C =  ~~(Ax~~( f . ) C ( f . ) ] / I A x y f~ ) ( 2 )
2. 2.

where ~ = weighted coherence function

Axy (f 1) = Cross—spectral at frequencies 
~~~

sa ti s fy ing the threshold criterion

C(f
~
) = Coherence at f requencies sati s fy ing

threshold cr iterion.

~ is also bounded between 0 and 1.

The utilization of the ~ statistic was described

by Galbraith (1967). This investigator assisted Galbraith

in several experimental procedures at the Univers ity of

Southern California (Galbraith and Williams (1972)) and was

aware of the value of this measure and its method of compu-

tation. -

Although the ~ statistic was utilized by Galbraith

to relate the frequency specific morphology of EEG epochs

derived from different topographical sites , this investi-

gator believed that it was applicable in this experiment.

This experiment was attempting to derive similarities or

dissimilarities in evoked waveforms under differing condi-

tions inherent in the stimulus . The review of li terature

had revealed several investigations which re lated the

occurrence of the CNV and/or the P300 to information pro—

cessing characteristics of the stimulus or presentation

conditions. The experimental design described for this

investigation holds presentation conditions constant and

varies only the inherent characteristics of the stimulus.
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Variations in the ERSP should then represent the individ-

ual’ s information processing characteristics. Since indi-

vidual trials are being compared within each subject , the

tendency to smear trial by trial di f fe rences  seen in aver-

aging methods should be eliminated .

Computation for the ë statistic provides frequency

specific data and ampl tude data for each trial of the

analysis. This data is collected and graphically plotted

to allow the ~ statistic to be related to specific patterns

of frequency found for each trial. The frequency graphs

for each subject are contained in Appendix B, Figures Bl

through B16. The mathematical and statistical bases for

deriving the Fourier components and their utilization in

coherence analysis are described in Blackman and Tukey

(1958), Wal ter , D.O. (1963), and Walter and Adey (1965).

Results

ANOVA for Stimulus Dimension. The analysis of

variance of solution time for the Concrete-Abstract arid

High-Low frequency dimension is shown in Table 5. The

data from which the ANOVA was derived is shown in Table 6.

This data is for those trials in which the subject correc tly

solved the stimulus anagram. Trials in which the subject

responded with an incorrect solution or failed to solve the

anagram within the maximum time limit of 30 seconds are

excluded. All values in Table 4 are solution times averaged
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across correct t r ia ls  wi th in  the subject and each of the

stimulus dimensions. The f i f t h  set of entr ies are the

average response times per subject for the word recognition

task (TANGO) and are shown for information only , since they

were not considered in the analysis of variances.

The results of the Analysis of Var iance for the

F s timulus dimensions showed a highly s ign i f i can t  e f fect upon

solution time for the Concrete-Abstract dimension (F=23.25 ,

p .001). The High—Low frequency dimension was also sig-

nificant (F=lO.20, p .01) but to a lesser degree than that

of concreteness. The test for interaction effects failed

to reach significance (F=2.06, p .75).

Analysis of Coherence. The C value was determined

through a Fortran program running at the En gineer ing Com-

puter Laboratory at USC. The program was tested for

running time and a determination was made that evaluating

C for every trial would utilize nearly 240 hours of Central

Processor time. The cost of such a complete analysis was

prohibitive. A complete analysis requires the computation

of 8100 C values per subject (90 trials X 90 trials). The

inordinately expensive analysis could be reduced to a

reasonable cost by evaluating only a subset of trials. The

method chosen was to randomly select two (2) correct and

two (2) incorrect trials from each anagram grouping . Addi-

tionally, two (2) trials were randomly drawn from the

“TANGO” and “BLANK” presentations for each subject.
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A C value was computed for each selected t r ia l  against all

other trials and these values printed out in matrix form .

The major diagonal of the matr ix  consisted of the auto-

correlation function of each trial. A mean value (C) was

then determined for each tr ial  group . This produced a

S series of matrices, one for each subject shown in Appendix

A, Tables Al through Al6.  The cell values represent the

mean coherence , ~~, determined for each type of response

e.g. Correct (CMEAN), Incorrect (IMEAN) , Time-out (TI-~EAN ),

TANGO (GMEAN) , and BLANK (BMEAN). These values were aver-

aged and subjected to a One-Way Analysis of Variance

(Table 8). The result was highly significant (F 257.2,

p .0001), and are shown in Table 6. The ~ values were

then averaged across subjects and analyzed for differences

among means by a Scheffe Paired Comparisons test. The re-

sults of that test are shown in Table 7. The Scheffe

Critical F value for the test was 20.41. Comparison I

tested for a d ifference in coherence means of the correct

trials against all other trials excluding the TANGO trials.

The result was highly significant (F=l5l.5, p c .001) .

Comparison II tested only for differences between

the mean coherence values for the correct and TANGO trials.

The result failed to reach significance (F=4.35) . Compari-

son III tested for differences between mean coherence val-

ues of the Time-out and Incorrect trials. This comparison
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fa i led to reach s ignif icance also. The f ina l  test,  Com-

parison IV tested for differences between the mean coher-

ence values of Incorrect, Time-out, and TANGO trials. This

result was significant (F=57.29 , p .01). The final re-

sult of these comparisons of mean coherence values found

the correc t trials significantly d ifferent from all others

except the TANGO trials. Correct and TANGO trials were

found to be quite similar. )
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Discussion

The St imulus

The results of anal ysis of the time to solve an

anagram reveals interest ing aspects. Some comments about

the task and individual subject d i f fe rences  are of value .

An examination of the subjects’ correct solutions for the

word list revealed that no particular word or word group

was solved more often than others. However , the number of

failures to solve the anagram was high across all subjects.

All subjects indicated that the task was difficult. There

was some tendency for the subjects to separate into two

groups along some tenuous line of verbal fluency . Those

with verbal fluency , as indicated by post-test discussion ,

were charac terized by stating that they were not uncomfort-

able with verbal tasks, of ten worked on crosswor d puzzles,

and were less apprehensive with writing tasks. Those less

verbally fluent ind icated that they avoided or wer e more

apprehensive where verbal demands were high . All subjects

were achieving higher than average grades in college

courses. The effect of the stimulus dimensions were sur-

prising , specif ically in tha t the f amil iar ity effect was

much smaller than that of abstractness , and further that

these dimensions created no significant interaction .

The lesser effec t of familiar ity might be accounted

for by the general educational level of the subjects. All
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were college students and perhaps have gained a grea ter

usage of the words in the stimulus list than might be

found in larger, more varied populations.

Each subject was questioned as to the method util-

ized in solving the st imulus anagrams . Most found it d i f f i -

cul t to describe wi th exactness , but in general there was

a process of “ mental rearrangemen t” of the letter order

indicated . This rearrangement was usually not a simple

reordering , but based upon an unspecif iable linguistic

knowledge of natural pairings of letters. These natural

transitional probabilities appear to be intuitively known

and derived from linguistic experience rather than studied

knowledge . For example , in the anagram RCAIH, CH would

have a high transitional probability and become an imined-

iate unit of rearrangement. Without exception , subjects

stated that they need not completely rearrange all letters

before recognition as a word took place. Often , af ter one

or another arrangement was made , the word “popped” into

sudden recognition . This would tend to support the concept

that some internal template matching process was in effect.

Solso, Topper and Macey (197 3) demonstra ted tha t

bigram frequency and bigram versa tility affec t anagram

solution times. Bigram frequency is based on the probabil-

ity of two letters appearing together in the language, while

versatility is measured by the number of words in the lang-

uage in which a particular bigram may appear.

—68— 

-— -—-- —S -~ --— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ 5 - - - 

j



~

It is possible then to postulate a mul t i—stage

process for anagram solutions. The subject utilizes ex-

perientially determined knowledge of transitional proba-

bili ties to form linguistic units such as bigrams (or even

trigrams). A search process is commenced in memory to

match this unit to words in which this unit is found . The

bigram of greater versa tili ty would result in a longer

search list. Paivio (1963, 1965), Miller , Galanter , and

Pribram (1960), Smith and Noble (1965), an d many more

recent f ind ings ,  indicate that concrete words , because of

their consistent associa tion with specific objects or

events , are par t icu lar ly  e f fec t ive  in arousing imagery .

Imagery,  in turn has been shown by many researchers to

mediate associative memory and reca ll in many learning

situations. It is proposed that concrete words also have

primacy in the search list and are therefore matched more

quickly than the abstract (and consequently low imagery )

words.

Familiar ity an d usa ge frequency woul d also affect

primacy, but those words of high imagery , even if less

frequent ly  u t i l ized , would be more potent for recall  and

matching . Paivio, Yui l l e , and Rogers (1969) noted a

stronger effec t for imagery over meaningfulness in as soc i-

ative recall experiments. Craik and Tulving (1975) studied

- 

- 

depth of processing and retention for words, stating
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“memory performance is enhanced to the extent
that the encoding question or context forms
an integrated uni t  with the target word . .
• - . . and thus yields better memory per-
formance,  f i r st, because a more elaborate
trace is laid down and, second , because
richer encoding implies greater compatibi l i ty
wi th the struc ture , rules , and organization
of semantic memory . This structure , in turn ,
is drawn upon to facilitate retrieval processes.”
(p. 291—292)

Imagery necessitates a great deal of elaboration

and integration , yet it is conservative of process steps.

Images are formed as wholes, yet have a nearly infini te

capacity for fur ther  integrat ion and elaboration, thus in

Craik and Tulving ’s sense , they (images) fac i l itate re-

trieval.

The ERSP -

The second , but primary portion of this experiment

was the recording of the EEC and ERSP’s of the subjects

during the anagram solution process.

To recapitulate , the subject was presented with a

5 letter anagram of a stimulus word of one of four cate-

gories , a non-anagram recognition word (TANGO) , as a blank

screen. All presentations were preceded by the appearance

of a rectangular viewing box in which the stimulus would

appear. The rectangle served as 1) a preparatory signal

and 2) an eye f ixa t ion  point. EEG data was recorded for

one second pre-stimulus and post—response.

It was noted in the preceding sec tion concerning

the solution to anagrams that the subjects found the task
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generally difficult. As a result, the average solution

times were of about 8 to 16 seconds. The results  of the

coherence analysis found that the correct trials, where the

subject solved the anagram correctly, and the recognition S

trials , where the subject identified the word TANGO , were

highly similar in the segment analyzed. Other trials ,

where an incorrect solution was perceived , the subject

failed to form a conclusion (timed—out) , or received onl y

a blank screen , were not su f f iciently coherent to correct

or TANGO, or to each other, to be significant. This was

demonstrated by the Scheffe Paired Comparisons analysis.

Befor e commen ting directly upon these results ,-let

us again examine the subjects activities and the initial

methods of analysis of the neurophysiological records.

The subject, upon perceiving a solution to the anagram ,

pressed a microswitch indicating solution . After recording

data for one second , the experimenter asked the subject to

say the word solution aloud . Notes taken by the experi-

inenter during the recording session are of interest to the

results.

When the subject achieved a correc t solution , the

vocal response was precise and uttered as a statement.

When the subject was in error , the response was usual ly

uttered as a question. This tendency was noted by an assis-

tant while recording early validation subjects and initiated

the note taking . Only on two occasions was the error stated
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with the same apparent certainty as a correct response. In

both cases the error was very similar to the correct solu-

tion (QUOTE vice QUOIT and FIRST vice FOIST). The sub-

jects failed to achieve a solution (timed-out) in many more

cases than they achieved an erroneous solution. In severa l

subjects, the error ra te was so low that the an alysis

matrix had to be f illed with empty cells since there were

insufficient errors to completely supply the cross—correla-

tion matrix. A visual analysis was initially performed by

superimposing the responses tha t fe ll in to a wor d type and

response category . For superimposition purposes, the trial

was broken into halves , the f i r s t  half  anchored at the

presentation time, the second half anchored at the response

- - time. This forced the presentation and response segments

into congruence despite actual trial length. Figure 16 is

an example of a superimposition display for correct trials.

Where the superimposition is highly similar , the display

converges one trial with another. Where the superimposition

is di ssim ilar f r om one trial  to the next, the display is

a chaotic jumble of lines.

The length of trial precluded the possibility of

obtaining a classical CNV wave . There did appear to be a

general move toward negativity within 300—500 milliseconds

following the presentation of the stimulus word . In some

subjects this negativity was pronounced and at times

achieved nearly 30 microvolts , but varied in ampli tude
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both within and across trials. This negative drift , which

generally resembles the CNV in morphology , woul d persist

for 800—1000 milliseconds , plunge suddenly positive for

100—200 milliseconds and return to the negative again.

The shape of the negative limb was incons isten t, as was

the amplitude of the negative as well as the positive ex-

cursion . In 4 subjects the wave remained negative for the

entire duration of the anagram trials , with “dips ” toward

positivity within a somewhat longer timespan than the aver-

age, about 1500 milliseconds. The “dip ” occasionally

crossed the baseline but only to an average of 8-10 micro-

volts, then returned to the negative side , achieving an

average of 20 rnicrovolts negative .

During BLANK trials for most subjects the wave took

on the more transient characteristics of a normal EEG with

larger waves in the theta (5-7 hz) or low alpha (8-10 hz)

becoming characteristic. This data is shown in the subject

frequency profiles Appendix B, Bl-Bl6.

The area of grea test interest is in the one second

period fol lowing the motor response for  both the correct

and TANGO trials. It is here that a highly congruent activ—

ity is seen that is substantiated by the coherence analysis

and the frequency spectrum (Appendix B). At a latency of

about 200 milliseconds following the motor response the

wave falls suddenly positive reaching maximum pos itivity

at an average of 250 milliseconds. This maximum positivity

- ~~~~~~~~~- - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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varied both within and across subjects , in both latency

and ampli tude , for both the correct and TANGO trials. The

positivity was more consistent in both ampli tude and lat-

ency for TANGO trials than for the anagram trials. A

mean response time for button press ing had been established

for each subject during the practice and stabiliza tion

period . This time varied across subjects from 45 milli-

seconds to 75 milliseconds and was markedly cons istent

within each subject (Table 8.) Adding this time to the

latency of maximum positivity, a latency from time of

achievement of solution may be estimated at 300—400 milli-

seconds with a mean of 350 milliseconds. This latency is

cons istent with other research findings of the occurrence

of a P300 wave. This research is reviewed in Chapter IV.

Walter (1968) had noted that with long inter-

stimulus intervals of 8-10 seconds the CNV (where formed)

appeared as a ser ies of individual segmented waves. Walter

and Cohen (1969) had noted the positive swing of the CNV

after recognition of a stimulus requiring interpretation .

This Posi tive Af ter E f f e c t (PAE) was later to become the

P300. The stimulus conditions of the present experiment

provide the opportunity for a similar development. The

negativity noted and d iscussed earlier is believed to be

similar to a segmented CNV as described by W alter. The

onset of the stimulus becomes the initial or warning stim-

ulus (Sl) for the subject. The imperative stimulus is a
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self generated stimulus (52) upon recognition or anagram

solution. This, in turn , is followed by a motor response

and a PAE or P300.

Slow Potentials: Indicators of Input/Output

Processes.

A major diff iculty in determining the behavioral

correlates of ERSP generation may be found in the wide

variety of paradigms employed . Each different paradigm

tends to emphasize one specific aspect of behavior . Thus

we find expectancy , conation, decision—making, or contin-

gency being applied as explanatory constructs and particu—

lar experiments per formed to illumina te that one behavioral

element.

Tecce (1970, 1972) saw the CNV particularly in a

relationship to attention. His experiments in distraction

effectively demonstrated the diminution or elimination of

S the CNV under distracting or divided attention conditions.

Tecce did not attempt to provi de a theory of atten tion or

attentional mechanisms in which slow potential shif ts could

be d irectly related to system processes of the Central

Nervous System (CNS).

Routtenberg (1972) published a theory at about the

same time that Tecce was performing his early experiments.

This Input—Output Reciprocity Theory is discussed in

Chapter II. The theory is a psychobiological concept con—

cerning memory storage/retrieval mechanisms , but because
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of the systems considerations is more holis t ic  than most

process theories.

It is the nature of psychological research to focus

upon specif ic behavioral elements, thus fragmenting the

behavioral process as well as the ind iv idua l  system that

is the subject of the investigation . The intent of this

fragmentation is the achievement of a clear , conc ise spec-

ification of an element with the full intent of restruc-

turing and integration at some later time . While reviewing

nearly two decades of literature , seldom has an attempt at

integration of knowledge about system elements been identified .

Routtenberg has attempted one such integration.

Routtenberg derived his theory as an extens ion of

studies into the sleep—wakefullness cycle. It was the

recognition of the system relationships inherent in this

cycle and the integrated operations of limbic, hi ppocampal

and reticular sub-systems that produced its extension .

Routtenberg , in formulating his integrative theory of mem-

ory , postulates that the memory system is in constant

operation, but that one cannot input to and output from

the system at the same instant. He perceives the memory

system as integrated into the overall mechanisms of data

processing. Memory is not jus t  a repository for knowledge ,

but the central storage for operational programs that pro-

duce the entire repertoire of activity . In this system,

one may unify concepts of readiness to respond , expectation ,

—77-
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or conation as either emitted (se l f -genera ted)  or elicited

S 
(externally cued) activities of a data handling system.

Attention , par ticular ly selective atten tion , is a sub-

system response to narrow the input operation and effec-

tively gate data handling processes which have limits to

their capacity . Routtenberg views the hippocampus as a

gating mechanism or controller and the presence or absence

of hippocampal theta as an indican t of dominance of ei ther

- the input or output system . The activity of the hippo-

campus is in turn related to cortical D.C. shifts or the

presence of slow waves. These are in turn related to

selective attention or selective responding opera tions

which are necessary to complete the data handling cycle of

operations .

Anagram Solution: Selective Attention and

Selective Responding .

The task , noted as difficult by the subjects, re-

quired a high level of attention or concentration. Picton

and Low (1971) demons trated the main tenance of the nega-

tivity wave past the motor response period, particularly

where the task was engaging, difficult, and resolved only

by a feedback signal occurr ing two seconds past the motor

response point.

The trials in which the subject fails to resolve

the anagram maintains the general level of negativity as

long as the subject is engaged with attempting solution.
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Only in those trials where solution is achieved by recog-

nition of the true stimulus word is there evidence of the

sudden positive sw ing, recognized as the P300.

Squires , et al. (1975) investigated ERSP’s (P300)

evoked during an auditory signal detection task .

Previous investigations had agreed that a P300 wa s

present with correc t detect ions of a signal (hits) but

absent with misses, fa lse  alarms , and correc t rejections.

The then current concepts of P300 genesis indicated that

similar cognitive operations were present in these remain-

ing responses , and should evoke a P300 .

The result of the Squires et al. experimentation

was the demonstration of a P300 for hits, false alarms , or

correct rejections , al l of equally large amplitude if the

decision about the outcome was made with a high degree of

confidence.

Mos t of the para digms for the measurement of ERSP ’s

are attentionally demanding . It is possible , utilizing

Rou ttenberg ’s theory to relate the appear ance of slow poten-

tial shifts such as the CNV or P300 to self—directed spon-

taneous brain activity subserving facilitory/inhibitory

mechanisms for input/output processing . These processes

require selective attention and responding , which are con-

trolled by (as yet undefined) action upon the cortex,

Reticular Activating System , the hippocampus , and liinbic

systems.
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Although an exhaustive exposition of the

Routtenberg theory is not possible here, there appears to

be a high degree of “goodness of f i t” to the operations

and ERSP responses rev iewed and experimentally derived .

Conclusions

In this experiment, the difficult task demanded a

high degree of selective attention, initiated by the onset

of the display rectangle. A general shift toward negativ-

ity ensued as part of the process of attending , processing

data, and preparing to respond . In some subjects , this

negativity was segmented , and interspersed with short dur-

ation, low amplitude positive swings. This segmented wave

was not completely consistent across subjects, indica ting

dif feren t interna l, idiosyncratic aspec ts of processing

for individuals. Less segmentation perhaps indicates a

more consistent selective attention , but this is not S

supported by particular performance efficiency . Correct

responses and TANGO responses resulted in the development

of a positive wave of about 350 millis econds latency af ter

the estimated solution time. This wave is believed to be

the ERSP termed P300. This ERSP was not seen in BLANK ,

time-out, or incorrect trials. The existence of the P300

in the correct response and TANGO conditions is supported

by the high coherence between these trials. The failure

of the P300 to appear in incorrect, time-out and BLANK

H
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trials is supported by the low coherence of these trials

with the correct and TANGO trials and with each other .

The frequency spectral analysis for subjects (Appendix B)

demonstrates a low frequency wave of about 2/3 hz in the

correc t and TANGO trials that is not evident in the others.

This low frequency element is consistent with the descrip-

tion of a P300 in literature. The appearance of a P300

in Correct an d TANGO tr ia ls  is considered to be the resul t

of an internally mediated release from processing and re-

lease of selective ~~~ention to the task and responding .

This shift in attention/processing is emitted due to posi-

tive recognition that a trial is complete. BLANK trials

require no processing or attention and are characterized

by Theta and low Alpha activity often associated with low

attention . Time—out trials show the negative shift but

no P300. Further recording past the end of the timed

period might have demonstrated some release of attention

but this is only speculative. Incorrec tly perceived solu-

tions were seldom conveyed as conf iden t solu tion s, there-

fore , a high amplitude P300 was not developed , since the

subject maintains a degree of engagement which is reflected

in the “questioning” type of response. There is some m di-

cation of a very low amplitude P300 type wave present at

about the proper latency in incorrect trials. These were

not detected by the frequency analysis.
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The following conclusions are drawn from the fore—

going experiment and its relation to the reviewed li ter-

ature.

1. Slow potential shifts, negative and positive

nature, may be elicited in demanding tasks

where hi gh informa tion processing and selec-

tive attention is required .

2. The morphological character of the elicited

wave is highly individualized and , to a

degree, represents the processing param-

eters of the neural system engaged.

3. Negative wave genesis is related to engage-

inent of selective attention and selective

responding . This is supported by Tecce

(1972) who has demonstrated reduction of the

negative shift by intrusive activity .

4. The positive shif t called the Positive

After Effect or P300 is an indicant of re—

lease or shif t in attention and processing,

and is emitted, or under internal control.

This is in congruence with reviewed research

exempl i f i ed by Squires, et al. (1975) where

subjective certainty of task completion

allowed selective attending to be released ,

allowing the system to return to less narrow

operation .
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5. The negative/positive wave complexes are

not causal , bu t may represent the shif t of

the processing mechanism from one operational

mode to another.

6. The Routtenberg model of input/output reci-

proci ty ,  although not exhaustive , provides

an excellent conceptual basis for the eluci-

dation of memory and attention processes,

the ir underlying biological and rieuro-

electrical properties and interactions.

7. The relationship of ERSP and D.C. potential

shifts to the Routtenberg model is further

supported by Walter (1968), who noted that

CNV genesis is under “social ” control. A

subject when instructed not to attend or

respond to a trial produces no CNV. This

is in congruence with the endogenous aspects

of the Routtenberg model concerning emitted

control of attending or responding .

In a retrospective view of the many investigations

summarized, and considering many that were reviewed but not

included , the power of the Routtenber g model to relate

ERSP ’s to attentional or responding operations increases.

It is realized that this model or theory is fa r  from com-

plete. Much research will be required to either enhance
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or diminish the theory ’s fit to results and paradigmatic

conditions. It appears that the Routtenberg theory is not

well known, for little has been done to tes t its implica—

tions. This author believes sincerely that the investi-

gative effor t to reveal the nature and relationsh ips of

the activity of the Central Nervous System and observable

behavior requires a more integrated approach. Perhaps

this theory , or another , will provide this integration .
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Subject Frequency/Amplitude Diagrams

Subject 1 through Subject 16 I
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Navy Navy

DR. JACK ADAMS 1 Dr. John Ford
OFFICE OF NAVAL RESEARCH BRANCH Navy Personnel R&D Center
223 OLD MARYLEEONE ROAD San Diego , CA 92152
LONDON , NW , 15TH ENGLAND

1 Dr. Eugene E. Gloye
Dr. Ed Aiken ONR Bran3h Off ice
Navy Personnel R&D Center 1030 East Green Street
San Diego, CA 92152 Pasadena , CA 91101

Dr. Robert Breaux 1 Dr. Steve Harris
Code N-7 1 Code L522
NA V TRAE QUI P CEN NA MR L
Orlando , FL 32813 Pensacola FL 32506

Dept . of the Navy 1 CDR Robert S. Kennedy
C!*!R VMAT (N I ’IA T O32~D ) Naval Aerospace Medical and
hashington , DC 20350 Research Lab

box 291~07
Chief of Naval Education and New Orleans , LA 70189

Tra ining Support ) — ( O 1 A )
Pensacola , FL 325~ 9 1 Dr.  Norman J. Kerr

Chief of Naval Technical Training
Dr. Charles E. Davis Naval Air Station Memphis (75)
ONR Branch Office Millington , TN 3805~4
536 S. Clark Street
Cnicago , XL 60605 • 1 Dr.  James Lester

ONR Eranch Office
Mr.  James S. Duva ~95 Summer Street
Chief , Human Factors Laboratory Boston , MA 02210
Naval Training Equipment Center
(C ode N— 2 15 ) 1 Dr. Wil l ia m L. Mal oy
Orlando , Florida 32813 Principal Civilian Advisor for

Education and Training
5 Dr. Marshall J. Farr , Director Naval Training Command , Code OOA

Personnel & Training Research Programs Pensacola , FL 32508
Office of Naval  Research ( Code 1~58)
Arlington , VA 22217 2 Dr. James McGrath

Navy Personnel R&D Center
DR. PAT FEDERICO Code 306
NAVY PERSONNEL R&D CENTER San Diego, CA 92152
SAN DIEGO, CA 92152

1 DR. WILLIAM M ONTAGUE
CDR John Ferguson , MSC , USN NAVY PERSONNEL R& D CENTER
Navel Medical R&D Command (Code ~~i )  SAN DIEGO , CA 92152
National Naval Medical Center
Bethesda , MD 2O0 1~ 
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Navy Navy

Command in g Off icer  1 A .  A.  SJOHOLM
Naval Hea l th  Research Tr.. CH . SUPPORT , CODE 201 if

Center NAVY PER SOt~N EL R& D CENT ER
A t t n :  L ib ra ry  SAN DIEGO , CA 92 152
San Diego , CA 92152

I Mr.  Robert Smitn
1 CDR PAUL NELSON Office  of C?~ief of Nav a l  Cpcrat ions  )

NA VAL MED ICAL R& D CONiI AN D OP— 9~ 7E
COJt 1~~ Washiw ~ton , DC 20350
N A T I C N A L  N A VA L MED iCAL CENTER
BE THESD A , MD 2OO 1~4 1 Dr. Alfred F. Smode

Tr a in ing  Ana lys i s  & Eva lua t ion  Group
Libra ry  ( ‘rAEG )
Navy Personnel R&D Center Dept .  of the Navy
San Diego , CA 921 52 Orlando , FL ~~~~

6 Command ir.~ Officer 1 CDR Char les  J. Theisen , J R .  ~ISC , U~ P:
Naval  Research Laboratory Head Human Factors En~ ineerin~ Div.
Code 2627 N a v a l  Air  Development Center
~ashingto n , DC 20390 ~armin ster , Fi & 1~~ 7~
JOhN OLSEN
CH IEF OF NAVAL EDUC A TION &

TRAINING SUPP0~ T
PENSACOL A , FL 32509

Off ice  of Naval Research
Code ~4~~1
600 N .  Cuincy Street
Ar l in gton , VA 22217

Scientif ic  Director
Office of Naval Research
Scient if ic  Liaison Group/Tokyo
American Embassy
AP’j San Francisco , CA 96503

SCIENTIFIC ADVISOR TO THE CHIEF
OF NAVAL PERS ON~ EL

NAVAL BUREAU OF PERSCN NEL (PERS OR)
R M. 4U1 0 , ARLINGTON ANNEX
WA SHINGTON , DC 20370

DR.  RICHARD A.  POLLA K
ACADEMIC COMPUTING CENTER
U.S .  NAVAL ACAD E M Y
ANN APOLIS , MD 21~ O2
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Army Air  Force

DR. JAMES BAKER 1 Ai r  Univers i ty  Li brary
U.S. ARMY RESEARCH INSTITUTE AU L/ L SE 76/~O43
5001 EISENHOWER AVENUE Maxwell  P.FB, AL 36112
ALEXA NDR IA , VA 22333

1 DR. C. P .  ECKST RAND
DR. RALPH DUSEK AFHRL /A S
U.S .  ARM Y RESEARC H INSTITUTE wRIGw r— PAT r EHS0N P.FB , ’CH ~5U 33
5001 EISENHO WE R AVENUE
ALEXANDRI A , VA 22333 1 Dr.  Alfred H . Fregly

AFCS R/NL , Bldg . L410
Dr. Ed Johnson Boiling AFB , DC 20332
Army Research institute
500 1 Eisenhower Bl vd . 1 Dr.  Ross L. Morgan ( A F H R L / A S R )
Alexandr ia , VA 22333 Wri ght  —Patterson AFE

Ohio Z~~5Z j3 3

tr .  Milton S. Katz
individual Training & Skill 1 Dr.  Marty Rockway (A FH RL/ T )
Evaluat ion Technical Area Lowry AFE
U . S .  Army Research Ins t i tu te  Colorado 80230
5001 Eisenhower Avenue
Alexandria , VA 22333

Dr. Harold F. O’Neil , Jr.
ATTt~: PER I — OK
50~ 1 EISENHOWE R AVEN UE
ALEXANDRIA , VA 22333

Dr. Joseph Ward
U .S .  Army Research Inst i tu te
500 1 Eisenhower Avenue
Alexandria , VA 22333
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Marine s Other DoD

Director , Office of Manpowe r Ut i l iza t ion 1 Dr .  Stephen Andr io le
HQ , Marine Corps ( MPU ) ADVA NCED RESEA R CH PROJECTS AGENCY
ECB , Bldg.  2009 11400 WiLSON BLVD .
C uantico , VA 221314 ARLINGTON , VA 22209 +

DR.  A . L .  SLAFKOSK Y 12 Defense Docu.’nentat ion Center
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1 Dr. Dexter Fletcher
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Dr. Susan Chipman 1 Dr. John R. Anderson
Bas ic Skills Program Depar tment of Psychology
National Institute of Education Carnegie Mellon University
1200 19th Street NW Pittsburgh , PP 152 1 3
Wash ington , DC 20208

1 DR. MICHAEL ATWOOD
Dr. Joseph Markovitz SCIENCE APPLiCATIONS 1NST1TUT -
Office of Research and Development 140 DENVER TECH. CENTEFi ‘LEST
Central Intelligence Agency 7935 E. PRENTICE AVENU E
Wash ing ton , DC 20205 ENGLEWOOD , CO 60110

Dr. Andrew R. Molnar 1 1 psychological research unit
Science Education Dev. Dept. of Defense (Army Office)

and Researc h Cam pbell Park Off ices
National Science Foundation Canberra ACT 2500, Aus tral ia
Washington , DC 20550

1 MR. SAMUEL BALL
Dr. Thomas G. Sticht EDUCATIONAL TESTiNG SERViCE
k asic Skills Program PRINC E TO N , NJ 385140
National Institute of Education
12O~ 19th Stree t ~W 1 Dr. Nicholas A. Pond
Was hington , DC 20208 Dept. of Psychology

Sacramen to Sta te Coll ege
Dr. Joseph L. Young , Direc tor 600 Jay Stree t
Memory & Cognitive Processes Sacramento , CA 95819
National Science Foundation
Wash ington , DC 20550 1 Dr. Lyle Fourne

Depar tment of Psychology
University of Colorado
Boul der , CC 80302

1 Dr. John Brackett
SofTech
460 Totters Pond Road
Wa1thar~, MA 021514

1 Dr. Robert K. Eranson
1A luily Building
Florida State Univ.
Tallanassee ,.FL 32306

1 Dr. John Seeley Brown
bolt Beranek & Newman , inc.
50 Moul ton Stree t

- Cambridge , MA 02138
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Non Govt Non Govt

1 D R .  C. VI CT CR BUND ER SON 1 Dr.  Hubert  Dreyfus
WI CA T INC . Department of Phiiosophy
UN iVERSITY PLAZA , SUITE 13 University of California
1160 50. STATE ST. Eerkely, CA 914720

ORE M , UT 814057 —

1 ER1C Facility—Acquisitions
1 ir. John B. Carroll 4833 Rugby Avenue

Psychometric Lab Bethesda , MD 200114
Univ. of No. Carolina
Davje Hall 013A 1 MAJOR I. N. EVON1C
Cna pel Hill , NC 27514 CANAD IAN FORCES PERS. APPLiED REStARC~

1107 AVENUE ROA D
1 Dr. Wjl1ia.~ Chase TORONT O , ON T AR iO , CANA DA

Department of Psychology
Carnegie Mellon University 1 Dr. Ed Feigenbaum
Pittsburgh , PA 152 1 3 Depart m en t of Computer Science

Stanford University
1 Dr. Micheline Cni Stanford , CA 94305

Learr.ing H & D Center
University of Pittsburgh 1 Dr. Richard L. Ferguson
3939 C’Hara Street The Americer. College Testing ~~o~rar.
Pittsburgh , PA 15213 P.C. Box 168

Iowa City, IA. 52240
I Dr. Kenneth E. Clark

Co11~ge of Arts & Sciences 1 Dr. Victor Fields
University of Rochester Dept. of Psycho1o~y
River Campus Station Mont~ om~ ry College
Rochester , NY 14627 Rockville , MD 20850

1 Dr. A1l~n M. Collins 1 Dr. John H. Frederiksen
Bolt Beranek & New man , Inc. Bolt beranek & Newm ar.
50 Moulton Street 50 Moulton Street
Cambridge , Ma 02138 Cambridge , MA 02138

1 Dr. Mereditn Crawford 1 Dr. Frederick C. Frick
5605 Mcnte omery Street MIT Lincoln Laboratory
Chevy Chase , MD 20015 Room D 268

P. 0. Box 73
1 Dr.  Donald Dansereau Lexington , MA 02173

Deot.  of Psycholoey
Texas Christian Univer s i ty  

* 
1 Dr.  Vernon S. Gfr l a c h

Fort Worth, TX 76129 College of Education
1146 Payne Bldg. B

1 Dr. Ruth Day Arizona State University
Center for Advanced Stud y Tei~pe , AZ 65261

in Behavioral Sciences
- 

- 202 Juriipero Serra Blvd .
Stanfo rd , CA 94305
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DR. ROBERT GLASER 1 Dr. W al te r  Kintsch
LRDC Department of rsychology
UNIVERSITY OF PITTSBURGH University of Colorado
39j9 O ’HARA STREET Boulder , CC 60302
PITTSEURGH, PA 15213

S Dr. David Kieras
Dr. Ira Goldstein Department of Psychology
XEROX Palo Alto Research Center University of Arizona
3333 Coyote Road Tuscon , AZ 85721
Palo Alto , CA 9143014

1 LCOL . C.R.J. LAFLEUR
DR. JAMES G. GRE ENO PERSONNE L APPLIED RESEARC H
LRDC NA TION A L DEFENSE HCS
UNIVERSITY OF PITTS BURGH 101 COLONEL BY DRIVE
3939 O’HP.RA STREET OTTAWA , CAN A DA K 1A 0K2
PITTSBURGH , PA 152 1 3

1 Dr. Donald A Norman
2 Dr. Barbara Hayes—Roth Dept. of Psychology C—009

The Rand Corporation Univ. of California , San Diego
1700 Main Street La Jolla , CA 92393
Santa Monica , CA 90406

1 MR. LUIGI PETRULLC
Dr. James R. Hoffman 21431 N. EDGEWOOD STREET
Department of Psychology ARLINGTON , VP. 22207
University of Delaware
Newark , DE 197 11 1 DR. PETER POLSON

- DEPT . OF PSYC HOLOGY
Library UNIVERSITY OF COLORADO
HumRRO/Western Division BOULDER , CC ‘3v302
27857 Perwick Drive
Carmel , CA 93921 1 Dr. Andrew N. Rose

American Ins t i tu tes  for Research
Dr. Earl Hunt 1055 Thomas Jefferson St. Ni”
Dept . of Psychology Washington , DC 20007
Universi ty of’ Washington
Seattle , WA 98105 1 Dr. Ernst 2. Rothkopf

Bell Laboratories
- - 1 Dr. Wilson A.  Judd 600 Mounta in  Avenue

McDonnell—Douglas Murray Hill , NJ 0797 14
Astronautics  Co. East

Lowry AFE 1 DR. WALTER SCHNEIDER
- 

- 

Denver , CO 80230 DEPT. OF PSYCHOLOGY
UNIVERSiTY OF iLLiNOIS

Dr. Steven W . Keele CHAMPAIGN , IL 61820
Dept. of’ Psychology
University of Oregon
Eugene , OR 971493
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Non Govt

1 DR. ROBERT J. SEIDEL
1NST~lU CT I ONA L TEC HNOLOG Y GROUP

HUM RR O
300 N. WASHINGTON ST.
ALEXANDRIA , VP 223 14

1 Dr.  Rich ard Snob:
hool of Education

Stanford Univers i ty
Stanford , CA 94305

1 Dr. Robert Sternberg
Dept.  of Psyc~.ology
Yale University
Box ISA , Yale Station —

New Haven , CT 06520

1 DR. ALBERT STEVENS
BOLT BEHP P ~EK & NE WM AN , INC.
5~ MO ULTON STREET
CA MBR IDGE , MA 02 13~

1 M r.  ~:j l lj am Stobie
McDonnell—Douglas

Astronautics Co.
P. 0. Box 30204
Chico , CA 95926

1 DR.  PE R R Y T HC RNDYKE
- 

- ThE RAN D CC RP C R ATIO N
1700 M AIN STREET
SANTA MONICA , CA. 90 1406

1 Dr. bentor. J. Unierwood
Dept.  of Psychology
Northwestern  Univers i ty
Evanston , IL 6020 1

1 D r .  David J. Weiss
N660 Elliott Hall
University of Minnesota
75 E. River Road
Minneapolis , MN 551455

1 DR. SUSAN B. WHITELY
PSYCHOLCGY DEPARTMENT
UN~V ERS I T Y OF KAN SA S
LA WRE N CE , KANSAS 660144
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